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Abstract

Data Mining is the process of extracting informatfoom large data sets through using algorithmsEexhniques drawn froi
the field of Statistics, Machine Learning and DB&se ManagemelSystemsTraditional data analysis methods often invc
manualwork and interpretation of data which is slow, exgge and highly subjective Data Mining, populadglled as
knowledge discovery in large data, enables firnt @nganizations to make calculated decisions bgrabing, accumulating
analyzing and accsei#g corporate data. It uses variety of tools tikeery and reporting tools, analytical processings, and
Decision Support System.[4]

This article explores data mining techniques inlthegare. In particular, it discusses data miramgl its appliation in areas
where people are affected severely by using theer- ground drinking water which consist of high levelsfluoride in

Krishnagiri District, Tamil Nadu State, India. Thigper identifies the risk factors associated it high level offluoride

content in water, usinglassification algorithms and finds meaningful léddpatterns which gi- meaningful decision makin

to this socio-economic real world health hazard.

Keywords:Datamining, Fluoride affected people, Classificatiogaalthms, J48. Naive Bay:

1. Introduction

Fluoride ion in drinking water ingestion is usefoit Bone anc
Teeth development, but excessive ingestion causiiseas¢
known as Fluorosis. The prevalence of Fluorosism@nly
due to the consumption of more Fluoride throughlidng
water. Though the different forms of fluoride exposure
important,if it exceeds or decrease from the required le
is risk of fluoride — prone diseases. [8]

Fluorosis was considered to be a problem relatedeeth
only. But it now has turned up to be a serioudthdsazard.
It seriously affects Bones and problems like Joiatin,
Muscular Pain, etc. are its well-known mani&®ns. It no 2. MATERIALS AND METHODS

only affects the body of a person but also rendben _
socially and culturally crippled. 2.1 Literature Survey of the Problem

Fig.1 Skeletal Osteoroposis by Fluor

To understand the health hazards of fluoride cdrgariving
beings, discussions were held with medical practdis anc
specialists like General Dental, Neuro surgeons @miho
specialists. We have alsotgared details about the impact
high fluoride contenin water from World Wide Web ]. By

The goal of this paper by using the classificatitgorithms a:
a tool of data mining technique to find out the urok of
people affected by the high fluoride content ofgtde water
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analyzing all these we came to know that the irswda Those who are found with four low symptoms or
three medium and one high symptoms are grouped as

fluoride level in ground water create dental, steland neuro
problems. In this analysis we focus only on sletlaazards
by high fluoride level in drinking water. Level diuoride
content in water in different regions of Krishnadbistrict
was obtained from Water Analyst from TWAD. Basedtoa

recommendations of WHO which released a water [@ghle
Nadu Water And Drainage Board (TWAD)

the Tamil
suggested the normal content of fluoride
should not be above 1.5 mg/L.[6]

in drigkwater

The water table also shows the contents of mimeaad

associated health hazards. We found out that Kaigihn
District of Tamil Nadu in India is most affected [fiyoride

level in drinking water by naturally surroundedlsiln the

District. TWAD have analyzed the sample ground plata
water from various regions of Krishnagiri Districind

maintained a table of High level fluoride (1.6mgth

2.4mg/L) contaminated ground drinking water of geyats
and villages list in this District. We have cortdglthat many
village people of Krishnagiri District are severelffected by
ground potable water. So we have decided to makarzey

and to find out the combination of diseases whiehpmssibly
affected mostly by high fluoride content indrinkingater.

2.2 Data Preparation

Based on the information from various physiciand amter
analyst of TWAD, we have prepared questionnairgeibraw
data from too many villagers who were affected wiigh
level fluoride in drinking water from 1.6mg/L to42ng/L.[6]
People of different age groups with different aihtsewere
interviewed based on the questionnaire preparedrimother
tongue i.e. Tamil since the people in and arourddistrict
are maximum illiterate and not studied upto theelewof
understanding other languages.

Total data collected from Villages

Men 251 (48%)
520

Women 269 (52%)

As per the opinion and findings ofmedical praatiers,
while analyzing the data for classification, thelegree of
symptoms of diseases are placed in several aaments
as under

Mild Skeletal Victims
Moderate Skeletal Victims
Osteoroposis Victims

From the above, the status and degree of disekssified as
under with sample table.

Those who are found with one to three low symptare
grouped as Mild victims skeletal disease.

on®e
Moderate victims of skeletal disease.

Those who are foundwith more than two medium symgto
are grouped as osteoporosis victims of skeletabdis.

Table 1: Sample classification of symptoms of dissa

Neck | Joint Body FootNeck | Class
pain pain Pain Pain
Low Low -- -- Mild Skeletal
Low Low Low -- Mild Skeletal
Mildto
Low Low Low Low Moderate
Skeletal
Low | Medium Low Medium Moderate
Skeletal
. . Moderate
Low | Medium Low High Skeletal
Low | Medium| Medium| -Medium| Osteoroposis

2.3 Classification as the Data mining application

Classification is a form of data analysis that tenused to
extract models describing important data classeschS
analysis will provide us a better understandinghef data at
large. The classification predicts categorical s¢dte,
unordered) labels. Classification have numeroudicgins,
including fraud detection, target marketing, perfance
prediction, manufacturing and medical diagnosis.[2]

2.4 WEKA tool

In this paper we have usedWEKA(to find interestpagterns
in the selected datasgf) Data Mining tool for classification
techniques.. The selected software is able to geothe
required data mining functions and methodologieShe
suitable data format for WEKA data mining softwaire MS
Excel and ARFF formats respectively. Scalabilityxifaum
number of columns and rows the software can effitje
handle. However, in the selected data set, the sunolf
columns and the number of records were reduced. WEK
developed at the University of Waikato in New Zedla
“WEKA” stands for the Waikato Environment of Knowlige
Analysis. The system is written in Java, an obgg&tnted
programming language that is widely available fthrnaajor
computer platforms, and WEKA has been tested ubitherx,
Windows, and Macintosh operating systems. Javavallgs to
provide a uniform interface to many different ldéam
algorithms, along with methods for pre and postcpssing
and for evaluating the result of learning schenresarmy given
dataset. WEKA expects the data to be fed into bARKFF
format (Attribution Relation File Format).[9]

WEKA has two primary modes: experiment mode and

exploration mode .The exploration mode allows easgess
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to all of WEKA's data preprocessinggarning, data
processing, attribute selection and data visu#izamodules
in an environment that encourages initial exploratiof data.

The experiment mode allows larger-scale experimentse

run with results stored in a database for retriaval analysis.

2.5 Classification in WEKA

The basic classification is based on supervisedrihgns.
Algorithms are applicable for the input data. Cifisation is
done to know exactly how the data is being classifiThe
Classify Tab is also supported which shows thedfst
machine learning tools. These tools in genepglerate on a

e CART
The above algorithms were used to predict the acguof
Fluoride Skeletal diseases affected persons.

3.DISCUSSIONS
3.1 Attributes selection

First of all, we have to find the correlated atiitis for finding
the hidden pattern for the problem stated. The WHiata
miner tool has supported many in built learningétipms for
correlated attributes. There are many filteredstdor this
analysis but we have selected one among themadiyf3ii

classification algorithm and run it multipléimes to
manipulating algorithm parameters or inputadaeight to
increase the accuracy of the classifier. Tearning
performance evaluators are included with WEKA. 18]

Totally there are 520 records of data base whioke Heeen
created in Excel 2007 and saved in the format oV CS
(Comma Separated Value format) that converted ® th
WEKA accepted of ARFF by using command line prenoier

The first simply splits a dataset into training aegt data, WEKA.

while the second performs cross-validationngsifolds.
Evaluation is usually described by the accuracye Tin
information is also displayed, for quick inspectioh how
well a classifier works.

The record of data base consists of 15 attribdites; which
10 attributes were selected based on attributectsmbe in
explorer mode of WEKA 3.6.4.

. . . . Table 2: classification of attributes
2.6 Manifold Machine Learning algorithm

The main motivation for different supervisadachine Z':I_D' ’;:;:m“s ?:;ﬂ frpe
learning algorithms are accuracy improvemebtfferent 02 Age Numericiimteger)
algorithms are used different rule for generaligidifferent &; Edu'camn s -
representations of the knowledge. Therefore, thendtto :
error on different parts of the instance space. Gbmbined o I Cipraser
use of different algorithms could lead to the coti@n ofthe 03, | Fluoride Level NumericiReal)
individual uncorrelated errors. As a result theoemateand 06. | Profession Text
time taken to develop the algorithm is comparedhwit | 97. | Fraganancy status Boolean
different algorithm [7]. 08. Drinking water Teut

. a9, Duraticon Mumericiinteger/B=al)
2.7 Experimental Setup 10, Knoven status of flucride | Boolean
The data mining method used to build the rhods 188l Numeric(Binary)
classification. The data analysis is processedgusitEKA 12. | JointPain MumericiBinary )
data mining tool for exploratory data analysis, hine 13, | Body Fain Humeric(Binary)
learning and statistical learning algorithms. Thairting 14, | Foot MeckPain MumericBinary)
data set consists of 520 instances with 15 difteagtnibutes. 15: Disease Level Text

The instances in the dataset are representingebats of . ] .
differenttypes of testing to predict the accuracy of flderi We have chosen Symmetrical random filter testeafwoibute
affected persons The performances of the classifier§€lection in WEKA attribute selector. It listed bélected
areevaluated and thefesults are analyzed. The results dittributes, but from which we have taken only 1fitaites .
comparison are based on ten-fold cross-validationd?e other attributes Name, Pregnancy state, Sexwkn
According to theattributes, the dataset is divided into twétatus of fluoride, profession omitted for the wemience of
parts that is 70% of the data are used for traimingy 30% are analysis of finding impaction among peoples indretrict.
used for testing [10].

2.8 Learning Algorithms

This paper consists of three different superviseachine
learning algorithms derived from the WEKdata mining
tool. Which include:

e J48 (C4.5)
¢ Naive Bayes,

129



International Journal of Computational Intelligence and Informatics, Vol. 1 : No. 2, July — SeptembeP011

Table 3: Selected attributes for analysis

S.NO. | Attributes Data Type

01. Age Numerncinteger)
oz, Education Text

o3. Flaaoride Level MumiericiReal)
04. Drinking water Texx

5. Cruaration Mumericiintezer/ Real)
Dis. Medk Pain Numieric{Binary
o7. Joant Pain NumencBinary )
0a. Eody Pain MNumeric{Binary
09, Foot Neck Pain Mumieric{Binany s
1. Crisease Level Texx

3.2 Classifier chosen using Ranker testing in WEKA

===Run information ==

Evalustor: weka.attrib ibuteEval

Search: K Ranker-T-1.79 157£308 -N -1

Relation: FORMAT OF 1-520 SKELETAL-weka filters.unsupervised.attribute.Remove-R1
Instances: 520

Attributes: 15
Name
Age
Education
Sex
L
Profession
Pragnancy status while interview
Drinking water type
Duration of drinking water used in years
Known status of fluoride impact
Neck Pain
Joint Pain
Body Pain
Food Neck Pain
Disease Level
Evaluationmode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:
BAttribute ranking.

Attribute Class (nominal); 15 Disease Level):
ESymmetrical Uncertainty Ranking Filter

Ranked attributes:

0.42554 13 Body Pain
0.39888 12 Joint Pain
0.37011 11 Neck Pain
0.29908 1Name

0.24185 14 Food Neck Pain
0.11147 24Age

0.09357 6 Profession
0.09243 3 Education

0.07813 9 Duration of drinking water used in years

0.01282 7 Pragnancy status while interview
0.01263 10 Known status of fluoride impact
0.01133 8 Drinking water type

0.00667 4Sex

0 5FL

Selected ¢ 2 1 i 73

Fig.2 Attribute selection in WEKA Exykr

The Classify option in WEKA has many learning tofds
finding hidden patterns based on classification. \d&n
choose the best learning tool
base from the ranking test in WEKA Experimenterianpt
Randomly we have chosen six learning algorithmsappudied

in Experimenter.

The Experimenter has given above the accuracy twer
created learning data base. So that we have ctiagehigh
accuracy and one medium accuracy learning algositivirich
have highlighted in the above table to find thedeid pattern

of the classification.

for the createdniegrdata

Tester:  wekaexpariment PairedCorrecte dT Tester
Anatyang: Percent_corred

Datasets: 1

Resultsets: &

Confidence: 0.05 (two tailed)

Sarted by: -

[ ate: 4/27/11 158 AM

Datasst {1y metaBag | (2) bayes (3) tress (4) trees (&) trees (6} trees

bbbk {10y 2090 | 9295 S96.36wv 8357 20.04 29595 v
S0 OSLDY R0 O LA (DL 00

Key:

{1y metaBagging '-P 100 -51 -1 10 -'W trees REFTree —--f 2 - 0.0010 - 3 -5 1-L-1" -
SOSET2962237 198703

12y bayes NaiveBayes "5995231 201735597 655

13 trees 458 -0 025 -1 2° 2177 3316539364444

trees RandomTree ~K0-M L0-51°

F146521752993

i)

1Sy trees REFTree - 2 -V 00010 -M 3 -51 -L-1"-221 67 35893195651 299

(G treesSimpleCart =5 1-M Z0-N 5 -C 1. 0" 4154 1539 200 3525 &

G053

Fig.3 Ranking test in WEKA Experimenter

Table 4: Experimenter accuracy on Data set

Classifier tool Experimenter
accuracy
Simple Cart 95.96
REPTree 90.04
Random Tree 83.57
J48 96.36
Bagging 90.90
Naive Bayes 92.95

3.3.J48 algorithm in WEKA

The J48 decision tree in WEKA is based
on the C4.5 decision tree algorithm. The C4.5ritlym is a part
of the multi-way split decision tree. C 4.5 yielbinarysplit if
the selected variable is numerical, but if there ather
variables representing thattributes it will result in a
categorical split. That is, the node will be sjiito C nodes
where C is the number of categories for that aiteib.
The learning algorithm J48 in WEKA 3.6.4 accept® th
training data base in the format of ARFF. It adsethe
nominal data and binary sets. So our attributescted in
nominal and binary formats naturally. So no need of
preprocessing for further process [2].

We have trained the training data by using the dd Eross
Validated testing which used our trained data setree third
of the data for training and remaining for testingfter
training and testing which gives the following riésu
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=== Run information ===

Scheme: wela classifiers trees 148 -C 0.25 M 2
Relation: [ sl]

Instances: S20
Attributes: 2

=0 >0 Age
FL
Drinking water oy pe
=0 =0 =0 =20 Curation of drinking water usad inyears
< Meck Fain
Joint Pain
=0 >0 =0 =0 =0 =0 Eody Pain
= @ 5 Foot Meck Pain
- Disease Level
<=0 =0 =g 0 g =0 Test mode: 10-fold crossvalidation

R s i Yo S A
e T R S e

JE prunedtres

. & ® s

EBody Pain <=0
Foot Meck Pain <=0

Fig.4 Tree Visualization of J48 in WEKA Explorer

| | FootMeckPain==0:Moderate Skeletal (16 0/2.0)
| | FectMeckPain=0: Osteoporosis (13.0)
I

IF(Foot|Nedk pain)

|
|| deint Pain <=0
| | | MedkFain-<=0:MNaone @02.0)
| | | MeckPain=0:MildSkeletal (37.0/L 0}
| | Jdoiwnt Pain = 00 BMild Skeletal (73,00
If — then rules of the above implementation I Eeaxhleck Paim 20
| | HMNeckPain <=0:ModerateSkeletal (32.0/5.0)
. | | MeckFPain =0
IF (BOdy paln) | | | tointFain==0: Moderate Skeletal {3.0)
IF(JO”T[ pain) | | | JointPain >0 O gecporosis (11.0/1.0)
H EBody Pain =0
IF (NeCk paln) . | Joint Fain <=0: Moderate Skeletal (25.0 /6.0)
Osteoporosis | lointPain =0
Else | | MeckPain <=0
|
|
|

OSteoporOSiS Meck Pain =+ 0 Ostecporosis (32 0/1.0)
Else ] krer of L S14
Moderate Skale e RS
Else Size of thatrae -19
Moderate Skeletal
Else
IF(FOOt NeCk paln) Time taken to bulld model: 0 seconds
IF(NeCk pal -]) === Stratified crossvalidation ===
IF(Joint pain) === Summary <=
Osteoporosis b Ll OE.7308 %
Incarrectly Classifizd Instances 17 3.2692 %
E|Se Iappa statistic 09544
M ean absolute error 0.0262
Moderate Skeletal ot mean sauared arrer 01z
Else St o W .~
Moderate Skeletal Total Mumber of Instances 520 '
Else ===Detaled Accuracy By Class===
Mlld Skeletal TIPPatEO FPRal:e PTCISIGII Recel\l Frr.‘rl\ie:;:re ROC Area Class
From the WEKA 3.6.4 classifier Confusion matrix tioms D B O e
that the Krishnagiri district people are impactgdMioderate e e T o atesgeioss
Osteoroposis disease.
=== Confusion Matrix ===
3.4 Classification And Regression Tree(CART) algorithm in e e
\/\EKA 0109 2 1| b=nMildSkeletal

0 172 1) c=ModersteSkeletal
0 1 4114 | d=0stecporosis

It builds a binary decision tree by splitting tlecords at each
node, according to a function of a single attribUBART uses

the Gini index for determining the best split. Fig.5 J48 Implementation in WEKA Explorer

The initial split produces two nodes, each of whieé now
attempt to split in the same manner as the rooenoGnce
again, we examine all the input fields to find calate
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splitters. If no split can be found that signifitly decreases
the diversity of a given node, we label it as af Irade.

Eventually, only leaf nodes remain and we have gradle

full decision tree. The full tree may generally et the tree
that does the best job of classifying a new setegbrds,

because of over fitting [1][3]

At the end of the tree growing process, every maufrthe

training set has been assigned to some leaf diuthdecision

tree. Each leaf can now be assigned a class ard-@nrate.
The error rate of a leaf node is the percentagenadrrect

classification at that node. The error rate otatire decision
tree is a weighted sum of the error rates of & lgaves.
Each leaf’s contribution to the total is the enrate at that leaf
multiplied by the probability that a record will @n up in

there.

We have trained the training data by using the 4 Eross
Validated testing. The CART decision tree -classifi
Confusion matrix too confirms the same result atediin the
JA8 decision tree. That is the Krishnagiri Didtriare
impacted by Skeletal Osteoroposis.

3.5 Naive Bayes algorithm in WEKA

Bayesian classification is quite different from thecision tree
approach. In Bayesian classification we have aothgsis
that the given data belongs to a particular cla¥ge then
calculate the probability for the hypothesis tothe. This is
among the most practical approaches for certairestypf
problems. The approach requires only one scaheofvhole
data.

The expression P(A) refers to the probability tmeent A will
occur. P(A/B) stands for the probability that even will
happen given that event B has already happenedothier
words p(A/B) is the conditional probability of A &&d on the
condition that B has already happened. For exandpbnd B
may be probability of passing a course A and pgsairother
course B respectively. P(A/B) then is the probapilof
passing A when we know that B has been passed.[1, 3

If we consider X to be an object to be classifiednt Bayes
theorem may be read as giving the probability dfeltonging
to one of the classes;C,,C; etc by calculating P({X).

Once these probabilities have been computed forthall
classes, we simply assign X to the class that tighelst
conditional probability.

===Run information ===
Scheme: weka.classifiers.trees.SimpleCart-S1-M 2.0-N5-C 1.0
bbb
Instances: 520
Attributes: 9

Age

FL

Drinking water type

Duration of drinking water used in years

Neck Pain

Joint Pain

Body Pain

Foot Neck Pain

Relation:

Disease Level
Test mode: evaluate on training data

=== Classifier model {full training set) ===
CART Decision Tree

Joint Pain <0.5

Neck Pain <0.5

| Foot Neck Pain <0.5

| | Body Pain <0.5: None{208.0/0.0)

| | Body Pain »=0.5: Moderate Skeletal(14.0/3.0)

| Foot MNeck Pain »=0.5

| | &ge <24.5: Moderate Skeletal{12.0/0.0)

| | Age>=24.5

| | | Body Pain<0.5

| | | | Durationof drinking water used in years=(8.0)|{10.0)|(3.0) | (5.0} | (15.0): Mild Skeletal(4.0/2.0)

| | | | Duration of drinking water used in years!=(8.0})| (10.0) | {3.0) | (5.0} | (15.0): Moderate Skeletal{6.0/1.

| | | Body Pain>=0.5: Moderate Skeletal{2.0/0.0)

Neck Pain>=0.5

| Body Pain<0.5

| | Foot Neck Pain < 0.5: Mild Skeletal{36.0/1.0)

| | Foot Neck Pain >=0.5: Moderate Skeletal (3.0/0.0)

| Body Pain>=0.5

| | FL<1.7000000000000002: Moderate Skeletal(5.0/0.0}

| | FL>=1.7000000000000002: Osteoporosis (3.0/0.0)
oint Pain >=0.5

Body Pain<0.5

| Foot MNeck Pain <0.5: Mild Skeletal{73.0/0.0)

| FootNeck Pain >=0.5

| | MeckPain <0.5: Moderate Skeletal(3.0/0.0)

| | Meck Pain >=0.5: Osteoporosis (10.0/1.0}

Body Pain >=0.5

| MeckPain<0.5

| | Foot Neck Pain<0.5

| | | Age <54.0: Moderate Skeletal(9.0/0.0)

| | | Age>=54.0

1 [ | | FL<1.7000000000000002: Moderate Skeletal(4.0/0.0)

| 1 | | FL>=1.7000000000000002: Mild Skeletal(2.0/1.0}

| | Foot Neck Pain >=0.5: Osteoporosis {13.0/0.0)

| Neck Pain »=0.5: Osteoporosis (91.0/1.0}

Number of Leaf Nodes: 18

Size of the Tree: 35

Time taken to build model: 0.28 seconds

=== Evaluation on training set ===

=== Summary ===
Correctly Classified Instances 510 98.0769 %
Incorrectly Classified Instances 10 1.9231%

Kappa statistic 0.9731
Mean absolute error 0.016

Root mean squared error 0.0894
Relative absolute error 2.472 %

21.1509 %
520

Root relative squared error
Total Number of Instances

=== Detailed Accuracy By Class ===

TP Rate FPRate Precision Recall F-Measure ROC Area Class
1 o 1 1 1 1 None
0.966 0.01 0.966 0.966 0.966 0.998 Mild Skeletal
0.946 0.009 0.946 0.946 0.946 0.997 Moderate Skeletal
0.983 0.005 0.983 0.983 0.983 0.998 Osteoporosis
Weighted Avg. 0.981 0.005 0.981 0.981 0.981 0.998

=== Confusion Matrix ===

a b c d <-cdassifiedas
208 0 O 0| a=None

0115 3 1] b=mild skeletal

0 3 70 1| c=Moderate Skeletal
0 1 1117| d=Osteoporosis

Fig.6 CART implementation in WEKA Explorer
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===Runinformation ===

Scheme:  weka classifiers bayes MaiveBayes
Relation: bbb

Instances: 520

Attribures: 9

Age

FL
Cirinking water type
Duration of drinking water used inyears
Meck Pain
Jaint Pain
Eady Pain
Foot Neck Pain
Disease Level
Testmode:  evaluate on training data

===(lassifier model (full training set) ===

Maive Bayes Classifier

The Naive Bayes classifier Confusion matrix alsolaes the
same result obtained in the J48 and CART decisieast
That is the Krishnagiri District are impacted by eg&kal
Osteoroposis.

4. RESULT COMPARISION

The above implementation algorithm yields the saewmilts
that the Krishnagiri district residing people aftst by the
Osteoroposisdisease. However some key parameteich wh
played important role in which algorithm works leett

Table 5: Comparison of classified Trees

Classification | % of Roctmean Time take
Algorithm Coresctly Square to build the
Tree-Type Classified errer madel (In
instances seconds)
Class =
Attribute Hone  Mild Skeletal Moderate Skeletal  Osteoporods ]43 l:c“' 5] 96.7308% 0.1231 ]
o o) 01y P23 Simple CART | 93.07639% 00254 0.28
Nakve Bayes | 93.8462% 01563 0.00
Age
mean 245604 365014 368674 44.9512 . . . .
stdl dev 13.2702 157583 170054 165922 All the three classified learningy@lithms train the
weight sum 208 118 74 119 0, H
iz wrl  anh.  nhw awm data up to 98% so the error rate completely redutkd time

===Detailed Accuracy By Class ===

TP Rate FPRate Precision Recall F-Measure ROC Ar

0976 0 1 0.976 0.988 1 Mol

0.908 0.017 0.933 0.908 0.923 0.965 Mild sk

0.892 0.034 0.815 0.892 0.852 0.972 Moderate Skeleta

0.933 0.025 0.917 0933 0925 099
Weighted Avg. 0.338 0.014 0.941 0.938 0.93

Osteopt

=== Confusion Matrix ==

a b c d <-classified as

203 5 0 0| a=None

0108 8 3| b=Miidseletal

0 166 7| c=Moderate Skeletal
0 1 7111 | d=0steoporosis

Fig.7 Naive Bayes implementation in WEKA Explorer
P(G/X) may be calculated as
P(G/X) = [P(XIC)P(C)IIP(X)

* P(G/X) is the probability of Ithe object X belonging

to class €

taken to build the algorithm relatively too smadbwever the
J48(C4.5) build the model faster than other twaatgms.

Table 6:Comparision of Accuracy

CLASSIFIER | CLASS TP FP PRECISION | RECALL| F ROC
RATE | RATE MEASURE | AREA
HE Mone 1 0 1 1 i 1
Mildskeletal |0.916 0005 | ooz 0.916 0.918 0,981
foderate 0.973 | 0029 | aB7 0.973 0,906 0.967
skeletal
Osteoporosis [0.958 | 0005 | 0.983 0.958 0.970 0.985
Simple None 1 3] 1 1 1 1
CART Mildskeletal |0.966 |001 | 0o0e 0966|096 0.998
Moderate U6 [000Y. | 0 0,946 096 (Y]
skelet 3l
Osteoperosis [0.983 | 0005 | 0983 0.983 0.983 0.998
Naiva Nona 0.976 |0 1 0.976 0528 1
Bayes Mild Skeletal | 0.208 [0017 [ 093 0.308 0.923 0,905
Mederste 0.892 0031 | 08B 0.892 0.52 0.972
skeletal
Osteoporosis [0.922 | 0035 [ 0917 09232 0495 0990

The accuracy can be measured from true positive taise
positive ratio. All algorithms vary in the range @050 ratio
by true positive and vary in the range of 0.088o0r false
positive in Dental Moderate class. So the accueaugng the
algorithms also supports the results. From theuracy
comparison it is understood that the Krishnagirstriit
impacted by Osteoroporis.

5. CONCLUSION

Datamining applied in health care domain, by whitle

« P(X/C) is the probability of obtaining attribute P€Ople get beneficial for their lives. As the aggalof this

values X if we know that it belongs to class C

research found the meaningful hidden pattern tfahf the

« P(C) is the probability of any object belonging tgeal data set collected the people impacted inhkagiri

class Gwithout any other information.
*  P(X) is the probability of obtaining attribute vakiX
whatever class the object belongs to.

district by drinking high fluoride content of potabwater. By

which we can easily know that the people do not get

awareness among themselves about the fluoride topadf
it continues in this way, it may lead to some priynhealth
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hazards like Kidney failure, Mental disability, Troyd
deficiency and Heart diseases. However the Prinkiglth
hazards of fluoride are Osteoroposis and Bone skseahich
disturbed their daily meager life. It is primarytgwf the
Government to providing good hygienic drinking welie the
people and reduces the fluoride content potablenwaith the
latest technologies and creating awareness amangebple
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